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Abstract. The dialect of a machine learning model is comprised of the
features encountered during training. Nonetheless, as time passes, a de-
ployed machine learning model may encounter certain features for the
first time. In conventional machine learning approaches, newly observed
features are typically discarded during testing data sample preprocessing.
In lifelong machine learning, newly observed features may have appeared
in the feature space of previously learned tasks; consequently, the knowl-
edge associated with those features present in the knowledge base is in-
corporated to handle these features. However, there may be some features
that have yet to appear in the knowledge base; lifelong machine learning
also discards such features. Features that were not seen before are called
unseen features. In this paper, we propose an enhanced lifelong machine
learning framework for handling unseen features during the testing phase
that incorporates relative knowledge. To extract relative knowledge, we
retrieve semantically similar features using a language model. In addi-
tion, semantically similar features are examined in the knowledge base,
and the knowledge of those present in the knowledge base is incorpo-
rated in order to deal with unseen features. Experiments conducted on
the Amazon review dataset indicate that the proposed method outper-
forms three baselines and is competitive with state-of-the-art methods.

Keywords: Unseen Features, Lifelong Machine Learning, Continual Learn-
ing

1 Introduction

Data diversity is essential to generalize an unseen data sample using a machine
learning model. The benefit of data diversity is that it enables the machine
learning model to learn an accurate representation of the task’s features. Life-
long Machine Learning (LML) is a process of continuous learning that retains
knowledge acquired from previous learning tasks and uses this knowledge to
learn incoming tasks. LML has a knowledge base that typically includes features
that the model may not have seen for the current task, but there is a high likeli-
hood that these features have appeared in previous tasks. Therefore, knowledge
from the knowledge base is utilized to handle the unseen feature. However, there
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may be unseen features that neither the model nor the knowledge base has cov-
ered; such features are typically discarded during the preprocessing phase of the
testing data sample. Because unseen features lack associated knowledge, it is
difficult to incorporate them during classification.

In this paper, an unseen features-enriched lifelong machine learning (ULML)
framework is proposed to address the problem of unseen features utilizing rel-
ative knowledge. We propose two methods for extracting relative knowledge: a
synonym-based approach and a language model-based approach. In the synonym-
based approach, the external dictionary’s synonyms are extracted to extract rel-
ative knowledge for the unseen feature. The extracted synonyms are explored in
the knowledge base, and the average weight associated with those features that
are present in the knowledge base is assigned to the unseen feature. To handle
unseen features in the language model-based approach, we identify semantically
similar features to the unseen feature present in the language model itself [16].

This paper extends the approach proposed by [4] to the ULML framework.
The method proposed in [4] extends Näıve Bayes to the LML setting. As regular-
ization terms, two types of knowledge, namely domain-level and document-level
knowledge, are incorporated. The training phase of our approach is identical
to the one proposed by [4]. During the testing phase, however, unseen features
are implemented based on relative knowledge. We have conducted extensive ex-
periments on the Amazon review dataset. We compared the performance of the
proposed approach to three baselines and one state-of-the-art method. Extensive
empirical tests indicate that the proposed approach is better than three baseline
methods and is comparable to the state-of-the-art method.

The rest of the paper is organized as follows. In section 2, we have discussed
related works. In section 3, the proposed ULML framework is discussed. In sec-
tion 4, we discuss the experimental setup and results of the proposed approach.
We also present performance, comparative analysis, and limitations of the pro-
posed approach in section 4. Finally, we conclude the paper in section 5.

2 Related Works

The concept of Lifelong Machine Learning (LML) was first proposed by [21].
Though the concept of LML is similar to learning paradigms such as Transfer
Learning (TL)[14], Multi-Task Learning (MTL)[27], and Online Learning [8],
however, the core difference is that the knowledge transfer is not continues in
the aforementioned paradigms. Thereafter, [20] used the idea of LML to formu-
late a binary classification problem for concept learning. [19] proposed an LML
approach to extend the concept of MTL to the lifelong setting.

The approach proposed by [4] extended Näıve Bayes to the LML frame-
work and utilized stochastic gradient descent to optimize domain-dependent
and domain-independent knowledge in the Näıve Bayes. Further, they applied
their approach to the sentiment classification task. Further, [24] proposed an
LML approach to handle the difference between opinion and aspect words in
an aspect-based sentiment classification task. In [22], the authors extended the
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Fig. 1. The overall workflow of the unseen features enriched lifelong machine learning
framework

work of [4] and proposed an LML approach for the sentiment classification task
that can transfer knowledge to the future and previously learned tasks. In [23], a
Bayes-enhanced deep learning approach is proposed that uses the generative pa-
rameters of Näıve Bayes to learn knowledge used in attention networks. Further,
[23]’s approach is used for the task of sentiment classification.

In [10], the authors proposed a neural network-based continual learning ap-
proach for sentiment classification that is able to transfer knowledge learned from
the previous tasks to the current task as well as it is able to enhance the per-
formance of those tasks that are previously learned by incorporating knowledge
learned from the current task. In [7], an iterative pruning approach is utilized for
pruning the unwanted parameters in a deep learning network. By using prun-
ing, it is able to free up space that can later be used to learn new tasks. They
also adopted an uncertainty regularization based on the Bayesian framework
while updating the weights associated with the previously learned tasks, which
as a result, facilitate the learning in previously learned tasks to have positive
knowledge transfer.

The significant difference between our approach and all aforementioned ap-
proaches is in utilizing unseen features. The idea of unseen features was first
proposed by [25]. To the best of our knowledge, we are the first to incorporate
unseen features in lifelong machine learning.

3 Unseen Features Enriched Lifelong Machine Learning
Framework (ULML)

In this section, we propose a lifelong machine learning (LML) framework in
which unseen features that appear for the first time during the testing phase
are utilized. LML is a continuous learning paradigm that aims to mimic how
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human beings learn. In the LML paradigm, a machine learning model has faced
n − 1 tasks; when it faces nth task, it can leverage the knowledge learned from
the previous n− 1 tasks. An approach is called an LML approach if it is able to
continuously learn, store, and extract new knowledge from the task it faces [3].

Fig 1 presents the overall workflow of the proposed framework. Starting from
assigning Task TN along with the dataDN , the task is assigned to the knowledge-
based learner to learn new knowledge from data Dn and utilize knowledge in the
knowledge base to train the classifier. The classifier is deployed to the retrospec-
tive application area. In LML, it can identify new problems, which can further
be assigned as new tasks to be learned, and discover unseen features that can
be learned with the help of a language model and knowledge base.

From Fig 1, it can be observed that the ULML framework has four main
components, namely, Task Manager (TM), Knowledge-Based-Learner (KBL),
Knowledge Base (KB), and Language Model. TM manages the arrival of incom-
ing tasks as well as manages the tasks previously learned by KBL. KBL learns
and mines knowledge from the training data of the incoming tasks and stores
the results in KB. When the classifier is employed in the application area, it may
face some features that are not present in the features space of KB. For each un-
seen feature, the most similar features are extracted from language model. The
extracted features are looked at in the KB to get knowledge of similar features
from KB. Further, the average of the similar features found in KB is computed
and assigned to the unseen feature, and the knowledge is termed as relative
knowledge.

In this paper, we extend the approach proposed by [4] to the ULML frame-
work. In the approach presented by [4], the Näıve Bayes is extended to the lifelong
machine learning setting. Näıve Bayes is a probabilistic generative model [13]
that uses Bayes Rule [1]. Bayes theorem was first applied to text classification
by [12].

cpred = argmax
ck ∈C

P (ck|d) (1)

In Näıve Bayes, in order to classify a document d to the corresponding class
label c ∈ C, Equation (1) is used. In Equation (1), each document d can also be
represented using set of features f1, f2, f3, · · · , fn. The base for Näıve Bayes is
the Bayes theorem, which calculates the conditional probability of each feature
given class ck.

P (f |ck) =
Fck,f + λ∑|V |

v=1 Fck,fv + λ|V |
(2)

In Equation (2), Fck,f is the frequency of feature fi appeared in class ck.
The main parameter of Näıve Bayes is Fck,f . λ is the smoothing parameter. |V |
denotes the number of features present in the vocabulary. In Näıve Bayes, each
feature fi in a document d is assumed to be independent of each other. The
Näıve Bayes classifier for a document d is defined as (3).
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P (cp|d) =
P (cp)

∏
fi∈|V | P (fi|c)∑2

b=1 P (cb)
∏

fi∈|V | P (fi|c)
(3)

For correct classification of the document d in a binary classification setting, the
P (cp|d) = 1 and P (cq|d) = 0, where cp is the label of the positive class, and cq
is the label of the negative class.

argmax
ck ∈C

P (cp|d)− P (cq|d) (4)

In order to solve the optimization problem in Equation (4), Stochastic Gradient
Descent (SGD) is used. SGD updates the expected frequency of feature fi. To
differentiate the expected frequency from the actual frequency of the feature fi,
i.e., Fck,f , the expected frequency of feature fi is denoted by Xck,f . The starting
point for SGD is F t

ck,f
+FKB

ck,f
, where F t

ck,f
is the frequency of feature f in target

domain t, and FKB
ck,f

is the frequency of feature f in KB.

During the training phase of the proposed approach, two types of knowledge
– domain-dependent and domain-level knowledge are incorporated in the form
of regularization terms. For both types of knowledge, two vocabularies, Vt, and
VKB are constructed for both types of knowledge. Domain-dependent knowledge
ensures that features appear in Vt are those features that are highly reliable in

the target domain, i.e., P (fi|+)
P (fi|−) ≥ σ or P (fi|−)

P (fi|+) ≥ σ, number of documents is

denoted by σ.

1

2

∑
f∈Vt

((
X+,f − F t

+,f

)2
+

(
X−,f − F t

−,f

)2)
(5)

Features that appeared in more number of previous tasks/domains compared
to those features that are highly specific to some domains are more reliable.
Domain frequency of each feature is recorded, and a list of features is constructed
for those features that appear in a substantial number of domains, i.e., RKB

+,f ≥ τ

or RKB
−,f ≥ τ , the τ denoted number of domains. Vd denotes the list of domain-

level knowledge.

1
2α

∑
f∈Vd

((
X+,f −Mf ×

(
F t
+,f + FKB

+,f

))2

+
(
X−,f −Mf ×

(
F t
−,f + FKB

−,f

))2
) (6)

In Equation (6), Mf is equal to RKB
+,f /

(
RKB

+,f +RKB
−,f

)
. Equations (5) and (6) are

incorporated along with Equation (4) as penalty terms to leverage document-
level and domain-level knowledge. Further, SGD is employed to train the machine
learning model.



6 Wasi and Abulaish

Algorithm 1: ULML for a document dp of target domain in testing
phase.

Input : Document dp having features {f1, f2, . . . , fn}, Fkb vocabulary of
features of all domains, parametric weight X±,fi of all features.

Output: Predicted sentiment label of the document dp.
1 for each feature fi ∈ dp do
2 if fi belongs to Fkb then
3 F+,fi ← X+,fi

4 F−,fi ← X−,fi

5 else

6 F+,fi ← P̂ (fi|+) #Equation (8)

7 F−,fi ← P̂ (fi|−) #Equation (8)

8 end

9 end
10 return argmaxck ∈{+,−} P (ck|dp) #Equation (1)

3.1 Relative Knowledge Extraction

During the testing phase, when document dp = {f1, f2, f3, . . . , f|dp|} is fed to a
classifier to predict its class label, there may exist some features which are not
present in the features space of all previously learned domains as well as features
space of the target domain stored in the knowledge base, i.e.,

Fu = ∀fi ̸∈ Fkb where, 1 ≤ i ≤ |dp| (7)

In Equation (7), Fkb denotes features space of the knowledge base, and Fu

denotes unseen features. In order to detect Fu, Equation (7), is used. As Fu

are those features that the classier has not seen before and do not carry direct
knowledge with them; therefore, it is hard to utilize. In order to utilize such
features, language models, such as Word2Vec [11], GloVe [16], BERT [6],
Fastext [9], ELMO [17], XLNet [26], GPT [18] can be instrumental. Language
models can be used to extract relative knowledge of Fu features, as language
models are vector-spaced representations of words that preserve contexts and
semantics.

To extract relative knowledge associated with the features identified as un-
seen features Fu, those features that are semantically similar to the unseen
feature are extracted from the language model. Because language models are
high-dimensional vector representations, a multi-dimensional data structure is
used to index all features present in the language model. K-dimensional tree [2],
is used as the multi-dimensional data structure. In order to extract semantically
similar features for the unseen feature, the nearest neighbor approach [5] is used.
Further, the extracted features denoted by Su are looked in KB, i.e., ∃Su ∈ KB.
The list of semantically similar features discovered in KB is denoted by Ru. The
average weight associated with features Ru is calculated and assigned to the
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unseen feature using Equation (8).

P̂ (Fu|ck) =
∑|Ru|

r=1 P (Rr
u|ck)

|Ru|
(8)

Algorithm 1 presents the procedure of ULML to handle unseen features dur-
ing the testing phase. In Algorithm 1, in order to detect the polarity of the
document dp during the testing phase, we need Fkb, i.e., the vocabulary of fea-
tures that appeared in all previous domains to check whether the feature fi ∈ dp
is an unseen feature. If feature fi already appears in previous domains, the para-
metric weight X±,fi is assigned to the feature fi. Else fi will be assigned relative
knowledge extract using Equation (8).

4 Experimental Setup and Results

In order to perform experiments, we use the same dataset1 as used in the work
of [4]. This dataset contains reviews from 20 different types of products. It is
extracted from Amazon.com. This dataset has 1000 reviews for each type of
product. Each review present in the dataset is labeled as positive, negative, or
neutral. Those reviews with a rating greater than 3 are labeled as positive. Those
reviews with a rating less than 3 are labeled as negative, and those reviews with a
rating of exactly 3 are labeled as neutral. As the setting of the problem is a binary
classification problem, the neutral reviews are discarded from the experiments.
The complete statistics of the dataset are presented in Table 1. As per Table 1,
the dataset is skewed towards the positive class. Therefore, the minority class is
the negative class which is very hard to classify.

In each domain, we randomly partition data into train and test partitions,
and the ratio of both train and test in each domain is set to 80% : 20%, re-
spectively. We have used the 5-fold cross-validation strategy for performance
evaluation. In our experiments, we have used uni-gram features. In order to
handle negation words, we followed [15]’s approach. To handle negation during
the preprocessing phase, we prefix the token ”Not ” to each word that appears
after a logical negation word, i.e., n’t, not, no, and never in the document until
the next punctuation mark appears. We have used the default parameters for all
baselines or as specified in the original paper. In order to extract relative knowl-
edge in ULML-G, we have used the pre-trained GloVe [16] language model. We
extract the top 35 similar features from the language model. We experimented
with different numbers of top similar features. We got the best results with the
top 35. In ULML-S, we have used the synonyms of the unseen feature. To extract
synonyms, we have used GroupDocs.search2 API. Further, knowledge associated
with those synonyms that appeared in the knowledge base is incorporated as
relative knowledge.

1 https://www.cs.uic.edu/∼ zchen/downloads/ACL2015-Chen-Datasets.zip
2 https://docs.groupdocs.com/search/java/synonym-search
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Table 1. The proportion of negative instances in each domain of the dataset.

Domain Proportion Domain Proportion

Alarm Clock 30.51 Baby 16.45
Bag 11.97 Cable Modem 12.53
Dumbbell 16.04 Flashlight 11.69
Gloves 19.50 GPS 13.76
Graphics Card 14.58 Headphone 20.99
Home Theater System 28.84 Jewelry 12.21
Keyboard 22.66 Magazine Subscriptions 26.88
Movies TV 10.86 Projector 20.24
Rice Cooker 18.64 Sandal 12.11
Vacuum 22.07 Video Games 20.93

Table 2. F1-Score: Performance evaluation results of the proposed approach and all
baselines to identify the negative (minority) class which is harder to identify.

Domain NB-S NB-T NB-ST LSC ULML-S ULML-G

Alarm Clock 45.722 64.71 64.71 78.56 79.48 78.45
Baby 39.34 46.51 41.03 62.76 61.95 62.47
Bag 34.29 62.22 63.16 66.28 66.26 66.59
Gloves 30.30 57.14 57.78 74.54 50.70 74.66
Headphone 52.27 56.66 52.78 66.14 65.93 65.48
Home Theater System 76.09 71.73 82.00 81.64 81.73 81.27
Magazine Subscriptions 48.65 79.23 64.71 67.95 67.98 69.05
Projector 65.57 61.54 71.43 74.63 74.08 74.06
Rice Cooker 60.71 69.84 69.84 69.82 69.82 69.60
Sandal 50.00 45.16 50.00 54.01 53.75 53.75

Average over top 10 domains 50.29 61.47 61.74 69.63 67.17 69.54

4.1 Performance and Comparative Analysis

In order to evaluate the performance of the proposed approach, we compare
it with three variants of Näıve Bayes (NB) and one state-of-the-art approach,
i.e., lifelong learning for sentiment classification (LSC) [4]. While performing
experiments, each domain is considered the target domain, while the rest 19
domains are considered non-target domains. As NB is a classification approach
that works on a single domain at once, it is fed with three types of data to have a
fair comparison. NB-S is trained using data from non-target domains. NB-T is
a traditional supervised learning model. NB-ST is trained using data from both
target and non-target domains. All the above approaches are tested using data
from the target domain. LSC is the state-of-the-art approach that we used as our
primary baseline. NB-T do not use data from other domains(tasks); therefore,
it can be regarded as a non-lifelong machine learning approach. Since NB-S and
NB-ST incorporate data from other domains (tasks), these approaches can be
regarded as basic lifelong machine learning approaches.
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From Table 2, it can be observed that in NB-ST, simply incorporating
data from other domains during training is an advantageous task. In Table 2, it
can be seen that NB-S and NB-T are inferior to NB-ST. However, NB-ST is
inferior to our proposed approaches, i.e., ULML-G and ULML-S. In ULML-G,
we have used the knowledge extracted from the language model for the unseen
feature. In ULML-S, we have used the knowledge extracted from synonyms of
unseen features present in KB. In both proposed approaches (ULML-G and
ULML-S), when we used relative knowledge associated with the unseen feature
from GloVe, it performed better compared to the synonym-based approach. The
prime reason that the proposed approach is not able to get competitive results
in some domains compared to the state-of-the-art approach is the lack of correct
relative knowledge in the knowledge base. Because unseen words appear for the
first time during the testing phase, therefore, are very hard to handle.

4.2 Limitations

When a machine-learning model is deployed in an application domain, a test-
ing data sample cannot be directly fed to the machine-learning model (trained
model) for prediction. To prepare the testing sample for the trained model, it
must go through a preprocessing phase. A testing data sample may contain fea-
tures that the model has never seen before (traditionally, the unseen features
are discarded during this phase); our approach is able to extract relative knowl-
edge with the assistance of a language model and knowledge base, allowing us
to incorporate the unseen features. As these features emerge for the first time,
a lack of accurate knowledge can hinder prediction. Suppose there are insuffi-
cient semantically similar features to an unseen feature in the knowledge base.
In that case, the relative knowledge assigned to the unseen feature will be in-
correct and detrimental to the classification task. A further limitation of the
proposed method is that we discard unseen features absent from the language
model. However, such features can be managed more efficiently. We believe that
addressing the aforementioned issue is beyond the scope of this paper because
it involves the concept of the language model’s out-of-vocabulary problem.

5 Conclusion

In this paper, we proposed a framework for lifelong machine learning that incor-
porates features that emerge for the first time when a machine learning model is
deployed. First, unseen features are identified by comparing the features space
of the incoming document to the features space of tasks contained within the
knowledge base. We proposed two approaches, ULML-S and ULML-G, for han-
dling unseen features. In ULML-S, we have utilized knowledge associated with
synonyms of unseen features. In ULML-G, similar words are retrieved from the
language model for an unseen feature. In addition, knowledge associated with
similar words is extracted from the knowledge base. The retrieved knowledge is
assigned to the unseen features. We conducted exhaustive experiments on the
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Amazon review dataset. We compared the performance of the proposed method
to three baselines and one state-of-the-art method. The performance evalua-
tion results indicate that the proposed method outperforms the three baseline
methods and is competitive with the state-of-the-art method.
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