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Abstract

Legal research is a difficult and crucial task in
the practice of law. It requires intense human
effort and intellectual prudence to research a
legal case and prepare arguments. By extract-
ing targeted information, NLP-powered appli-
cations have the potential to significantly speed
up this process. In this tutorial, we’ll outline
the most recent findings in legal text analytics
with an emphasis on Indian judicial records.

1 Introduction

The use of information technology can significantly
reduce the number of court cases that are pending
in India. Reducing court backlogs is a necessary
first step toward increasing the accessibility of jus-
tice for the common person and the transparency of
the judicial system. One of the successful projects
in the nation built on free and open-source software
is the eCourts mission mode project, which was
launched in 2005. Initiatives in this area are antic-
ipated to expand access to the legal profession’s
expertise and generate significant societal benefits.

Natural language processing (NLP) has made
revolutionary strides in recent years, igniting the
burgeoning field of Legal Artificial Intelligence
(Legal AI). Legal AI aims to use NLP technology
to create tools for the automatic extraction of de-
sired information to assist stakeholders in the legal
domain. The objectives and future prospects of
NLP research in Legal AI are described in (Zhong
et al., 2020).

With an emphasis on Indian legal text, we seek
to deliver state-of-the-art legal text analytics in
this tutorial. We’ll discuss large language mod-
els (LLMs), which are frequently employed for
summarizing legal documents, question-answering,

Info Details
Title Tutorial on Legal Text Analytics
Scope We’ll cover NLP topics relevant

for Legal Text Analytics.
Structure Introduction - 20 mins

Legal KG - 40 mins
Question Answering
on Indian Judgements - 40 mins
Legal Text
Classification - 40 mins
Judgement
Summarization - 40 mins
Total - 180 mins

Presenters Balaji Ganesan
Muhammad Abulaish
Vikas Kumar
Vasudha Bhatnagar

Citations Please see section 2.
Audience Academics and industry practi-

tioners working in NLP.
Background Familiarity with Machine Learn-

ing is useful but not required.

Table 1: Essential Information on the proposed tutorial

text classification, and creating knowledge graphs
from legal documents, as well as NLP techniques
for analyzing legal documents that are supported
by neural networks. We’ll present the four afore-
mentioned topics in the context of Indian court
judgments, which are the most common documents
available in Indian legal proceedings.

We will highlight the main ongoing initiatives
in this field as well as the research efforts done by
the Indian NLP community. We anticipate that the
seminar will inspire young scientists, particularly



those engaged in NLP and text mining research.

2 Tutorial Content

Please refer to Table 1 for the tutorial structure.

Legal Knowledge Graph

Automatic Knowledge Graph Construction
(AKBC) has been popularized since the Knowl-
edge Base Population track (Ji et al., 2010)
organized by TAC. Recent works have focused
on personal knowledge base population among
others. However domain specific knowledge
graphs (Abu-Salih, 2021) remain an ongoing
research problem. In (Dhani et al., 2021), we
discussed creating a legal knowledge graph using
judgements and related documents from Indian
courts. We’ll present the state of the art in legal
knowledge graphs.

Question Answering on Indian Judgements

Although question answering is a well-studied
problem (Pramanik et al., 2021), QA systems in the
legal domain are not commonly available. Auto-
matic question answering systems not only provide
consultancy to litigants who are typically charter-
ing unfamiliar grounds of the legal domain, but are
equally beneficial to legal professionals. In (Abu-
laish and Dey, 2007) and (Ganesan et al., 2020),
we had presented question answering in biology
and compliance domains. In this talk, we’ll present
the latest works in question answering on legal
documents, especially on Indian court judgements.

Legal Text Classification

Text classification is again a well-studied problem
(Kumar, 2019). Legal text classification too has
been discussed in (Sulea et al., 2017; Wei et al.,
2018; Shaheen et al., 2020). The presence of terms
unique to legal texts, many of them latin words and
phrases, the difference in legal processes in differ-
ent countries makes this task harder on legal text
(Chalkidis et al., 2019). Especially, in the Indian
context, text classification requires huge amounts
of manually annotated data (Dhani et al., 2021).
We’ll present recent efforts in this space.

Judgment Summarization

Automatic summarization of judgements, and
preparation of Headnotes (highlighting the point-
of-law) help law professionals to locate discussion
of a legal issue in lengthy judgements. There have

been works in different countries that have ad-
dressed this including SALOMAN (Uyttendaele
et al., 1998) in Belgium, Letsum (Farzindar and
Lapalme, 2004) in Canada, Case summarizer (Pol-
sley et al., 2016) in Australia. (Yizhen et al., 2021)
summarizes contents of Chinese civil judgments.
(Kanapala et al., 2019) presented a survey of works
in legal text summarization. In this talk, we’ll
present these works and discuss Headnotes prepa-
ration on Indian court judgements.
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